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ABSTRACT
Collision avoidance navigation for unmanned aerial vehicle (UAV)
swarms in complex and unseen outdoor environments presents
a significant challenge, as UAVs are required navigate through
various obstacles and intricate backgrounds. While existing deep
reinforcement learning (DRL)-based collision avoidance methods
have shown promising performance, they often suffer from poor
generalization, leading to degraded performance in unseen envi-
ronments. To address this limitation, we investigate the root causes
of weak generalization in DRL models and propose a novel causal
feature selection module. This module can be integrated into the
policy network to effectively filter out non-causal factors in repre-
sentations, thereby minimizing the impact of spurious correlations
between non-causal elements and action predictions. Experimen-
tal results demonstrate that the proposed method achieves robust
navigation performance and effective collision avoidance, particu-
larly in scenarios with unseen backgrounds and obstacles, which
significantly outperforms state-of-the-art (SOTA) algorithms.
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1 INTRODUCTION
In recent years, unmanned aerial vehicle systems [5, 33, 60] have
made significant progress and been applied in domains, like agricul-
ture [26, 50], search and rescue operations [47, 48], mining indus-
try [43], and patrol inspections [29]. To enable effective collabora-
tion among UAVs, it is crucial to identify an optimal path to target
position while avoiding collisions, especially in large swarms [24].
As a result, multi-UAV collision avoidance has emerged as a fun-
damental and critical task, drawing increasing attention from re-
searchers. Traditional approaches of multi-UAV collision avoid-
ance [17, 38, 49] predominantly rely on real-time simultaneous
localization and mapping (SLAM) [3]. These methods employ sen-
sors, such as LiDAR, to perceive the surrounding environment and
generate trajectories through path planning algorithms[1]. Addi-
tionally, prior maps [27, 31, 51] are often integrated to enhance
SLAM system performance. However, these traditional methods
typically require substantial computational resources and are con-
strained by availability of prior maps, which makes it less adaptable
to complex and dynamic environments.

To address the limitations of traditional methods, deep reinforce-
ment learning (DRL) [2, 7] has been extensively studied and applied
in robotics. DRL facilitates end-to-end collision avoidance naviga-
tion [20] using only sensor data as input, thereby eliminating the
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Figure 1: The influence of obstacle shape on success rate. For
the DRLmodel, UAV-shaped obstacles have been seen during
training while cube-shaped obstacles are unseen. During
testing, the former has little influence on performance while
the latter would significantly reduce the individual success
rate of navigation.

dependence on prior environmental maps. Specifically, DRL learns
visual representations from sensor inputs and maps these represen-
tations to optimal flight strategies by designing appropriate policy
networks and reward functions. However, DRL is fundamentally a
data-driven approach that typically assumes the training and testing
data are sampled from independent and identically distributed (IID)
environments [16]. In real-world applications, this IID assumption
is often violated, as the deployment environment typically differs
from training environment to meet practical requirements [55].
Consequently, this leads to a generalization issue [62].

To investigate the generalization issue in DRL, we revisit the pio-
neering work on DRL-based multi-UAV collision avoidance, specifi-
cally SAC+RAE [23]. An intriguing analysis is provided in Figure 1.
In SAC+RAE, eight UAVs are simulated during the training phase
for collision avoidance experiments. During this stage, each UAV
treats the other UAVs as primary obstacles, enabling the model to
learn a promising collision avoidance strategy. In the testing phase,
we introduce both UAV-shaped obstacles and previously unseen
cube-shaped obstacles into the environment. Interestingly, while
the UAV-shaped obstacles have little effect on the UAVs’ navigation,
the cube-shaped obstacles significantly reduce the success rate of
navigation. This experiment reveals that the DRL model mistakenly
associates obstacle shapes with its learned strategies. As a result,
when faced with unseen obstacles (e.g., cube-shaped obstacles), the
model is unable to execute an effective strategy, leading to a marked
reduction in the generalization ability of DRL models.

Enhancing the generalization capability of DRL models to adapt
to unseen scenarios is critical for practical UAV applications. Ex-
isting approaches can be broadly categorized into two groups:
augmentation-based and regularization-based methods. Augmen-
tation based methods [9, 15, 41] aim to enhance the training en-
vironment’s observations through data augmentation techniques.
However, recent studies [35, 56] indicate that certain data augmen-
tation techniques may reduce sample efficiency, in some cases, lead
to model divergence. Regularization-based methods [8, 44, 52] intro-
duce constraints during model training, such as encouraging weight
sparsity or smoothness, to enhance generalization and mitigate
overfitting. However, both augmentation-based and regularization-
based methods rely on manually designed strategies, which are
inherently limited in their ability to cover the vast diversity of
potential deployment scenarios. As a result, they often yield subop-
timal performance when tested in novel or unseen environments.
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Figure 2: Illustration on the influence of non-causal repre-
sentation factors. During policy learning, non-causal factors
would construct spurious correlations with action prediction.
When testing scenarios are different from the training sce-
narios, these non-causal factors would bring adverse effect
and result in wrong actions.

To address the generalization issue in DRL, we analyze the struc-
ture of SAC+RAE and identify the root cause of its weak general-
ization ability as stemming from unstable and error-prone visual
representations. As shown in Figure 2, SAC+RAE utilizes a reg-
ularized auto-encoder (RAE)[11] to encode input depth images
into compact visual representations. The regularized auto-encoder,
trained with reconstruction supervision, tends to encode all visual
information from the input data, including obstacle distance, obsta-
cle shape, and background texture. Among these encoded features,
some are crucial for the collision avoidance task, such as obstacle
distance and UAV velocity, which we refer to as causal factors. In
contrast, other features, such as obstacle shape and background
texture, are specific to certain environments and irrelevant to the
task, referred to as non-causal factors. Without distinguishing be-
tween these representation components, passing all of them to the
policy network can lead to spurious correlations [10, 53] between
non-causal factors and action predictions, ultimately undermin-
ing the model’s generalization capability. Consequently, when the
testing environment changes, such as through the introduction of
unseen obstacles, the non-causal factors may negatively impact
policy predictions due to spurious correlations, ultimately leading
to collisions. This is the primary reason for the weak generalization
ability of DRL models in unknown scenarios.

Therefore, effectively filtering out non-causal components from
visual representations is essential for improving the generaliza-
tion ability of DRL. To achieve this, causal representation learning
(CRL) [4, 32, 42] offers a promising solution, which has become
a key research area in artificial intelligence. It aims to identify
causal representation factors by constructing underlying causal
structures, thus effectively addressing generalization challenges in
out-of-distribution scenes [18, 37]. To address this issue, we first an-
alyze the decision-making process in DRL from perspective of CRL,
which describes the relationships among causal features, non-causal
features, and predicted actions. As illustrated by causal assumptions
in Figure 3, non-causal features function as confounding factors,
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Figure 3: Structural causal model (SCM) for representation
learning. Image X is composed of both causal factors S and
non-causal factors U, but only the causal factors S have a
direct causal impact on the representation learning process.

opening a backdoor path that introduces spurious correlations be-
tween non-causal features and predicted actions.

In this work, we design a plug-and-playCausal Feature Selection
(CFS) module that can be integrated into the policy network. Based
on the common assumption that different channels capture distinct
visual factors [10, 25, 59], the CFS module incorporates a differ-
entiable mask to effectively filter out non-causal feature channels.
Additionally, we introduce a reward-based guidance and hierarchi-
cal consistency constraint to facilitate the identification of causal
and non-causal feature components. As a result, only the causal
representation factors are passed on for policy learning, explic-
itly minimizing the influence of non-causal factors and thereby
enhancing the model’s generalization ability.

As this is the first work to investigate the generalization issue
in multi-UAV collision avoidance, we establish a benchmark com-
prising unseen backgrounds and obstacles to evaluate effectiveness
of our method in improving generalization ability. Experimental
results show that our method significantly increases the success
rate of collision avoidance compared to previous SOTA methods,
demonstrating the superiority and effectiveness of our method.

2 RELATEDWORK
2.1 DRL-based Collision Avoidance Navigation
Research on DRL-based collision avoidance navigation has gained
significant attention. To address the lack of drone simulators that
closely resemble real environments, Cetin et al. [6] introduce a
simulation platform named Airsim [40]. They utilize RGB images
as observation signals and propose a discrete space-based deep
deterministic policy gradient algorithm for navigation. However,
their model is trained and tested exclusively within the same ur-
ban environment, limiting its ability to generalize and adapt to
unseen environment. Huang et al. [22] replaced RGB images with
depth images as observation states to better bridge the gap between
simulation and reality. They trained a value network using the
deep Q-network algorithm in a discrete action space. This method
successfully transitioned from simulation to real-world environ-
ments by training the network with a pillar matrix. To resolve the
stuttering issue caused by discrete action spaces in drone motion,
Xue et al. [57] propose a vision-based collision avoidance approach
using soft actor-critic (SAC) [14] in a continuous action space. By
combining SAC with a variational auto-encoder (VAE), the drone
can perform collision avoidance tasks in a simulated environment
with multiple wall obstacles.

Unlike previous works, our research focuses on addressing the
generalization issue in DRL-based collision avoidance navigation.
We investigate the relationship between visual representations and
weak generalization ability, and propose a novel CFS module to
mitigate spurious correlations and enhance generalization.

2.2 Causal Representation Learning
Traditional representation learning methods often rely on the as-
sumption of IID data. However, in real-world applications, it is
challenging to ensure that deployment scenarios match the train-
ing environment. When the data deviates from the IID assumption,
the performance of machine learning algorithms typically degrades
significantly. CRL seeks to discover causal factors by constructing
underlying causal structures, effectively addressing the general-
ization issue in out-of-distribution (OOD) scenarios. Lin et al. [34]
tackled unsupervised video anomaly detection from the perspec-
tive of causal inference, using a causal framework to reduce the
impact of noisy pseudo-labels on detection outcomes. Liu et al. [36]
decoupled physical laws, mixed styles, and non-causal features in
pedestrian motion patterns to ensure the robustness and reusabil-
ity in motion trajectory prediction. Huang et al. [21] proposed an
adaptive reinforcement learning algorithm with a graph model to
minimize state representations, capturing domain-specific varia-
tions while maintaining shared representations across common
domains. This approach achieved effective policy transfer with min-
imal samples from the target domain. Yang et al. [58] enhanced the
traditional VAE model with causally structured layers to influence
representations, though it required true causal variables as labels.

In this work, we are the first to apply CRL within a DRL-based
collision avoidance navigation framework and introduce a CFSmod-
ule. This module effectively addresses the generalization challenge
when UAVs are deployed in unseen environments.

3 APPROACH
3.1 Problem Formulation and DRL Setting
This study aims to equip UAVs with the ability to adapt to unseen
environments. The UAVs receive depth images from a front-facing
camera and pose information from an inertial measurement unit,
resulting in limited environmental observation during the interac-
tion process. Consequently, it is framed as a partially observable
Markov decision process (POMDP).

Observation space. At each timestep 𝑡 , the observation informa-
tion obtained is 𝑜𝑡 = [𝑜𝑡𝑧 , 𝑜𝑡𝑔, 𝑜𝑡𝑣]. Here, 𝑜𝑡𝑧 refers to the depth images,
which contain distance information. 𝑜𝑡𝑔 denotes the target position
information, and 𝑜𝑡𝑣 represents the velocity of the UAV.

Action space. To enhance the diversity and controllability of
the UAVs, we employ a continuous action space. At each timestep
𝑡 , each UAV generates an action command with three degrees of
control: 𝑎 = [𝑣𝑐𝑚𝑑𝑥 , 𝑣𝑐𝑚𝑑𝑧 , 𝑣𝑐𝑚𝑑𝑦 ]. Here, 𝑣𝑐𝑚𝑑𝑥 represents the forward
velocity, 𝑣𝑐𝑚𝑑𝑧 denotes the climb velocity, and 𝑣𝑐𝑚𝑑𝑦 refers to the
steering velocity.

Reward function. Sparse rewards can significantly increase the
difficulty of reinforcement learning (RL). To address the UAV colli-
sion avoidance problem, this study introduces a non-sparse reward
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function. The reward function consists of two components: obstacle
avoidance reward and arrival reward. Detailed explanations are
provided below:

𝑟𝑡 = 𝑟𝑡
𝑔𝑜𝑎𝑙

+ 𝑟𝑡
𝑎𝑣𝑜𝑖𝑑

(1)

The reward 𝑟𝑡
𝑔𝑜𝑎𝑙

is designed to guide UAVs toward their target.
If a UAV is within 0.5 meters of its target position at timestep 𝑡 ,
it will receive an arrival reward 𝑟𝑎𝑟𝑟𝑖𝑣𝑎𝑙 . For the 𝑖𝑡ℎ UAV, if the
distance between its goal 𝑔𝑖 and current position 𝑝𝑡

𝑖
is smaller than

the distance between the goal and previous position 𝑝𝑡−1
𝑖

, a reward
𝑟𝑡
𝑔𝑜𝑎𝑙

will be added, which is scaled by a weighting factor 𝜔𝑔𝑜𝑎𝑙
based on the difference in distances.

𝑟𝑡
𝑔𝑜𝑎𝑙

=

{
𝑟𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑖 𝑓 ∥𝑝𝑡

𝑖
− 𝑔𝑖 ∥ < 0.5

𝜔𝑔𝑜𝑎𝑙 · (∥𝑝𝑡−1
𝑖

− 𝑔𝑖 ∥ − ∥𝑝𝑡
𝑖
− 𝑔𝑖 ∥) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2)

The reward 𝑟𝑡
𝑎𝑣𝑜𝑖𝑑

is designed to encourage each UAV to avoid
collisions. A UAV incurs a penalty 𝑟𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 if it collides with other
UAVs or obstacles in the environment. Additionally, a penalty is
applied if the minimum distance 𝑑𝑡

𝑚𝑖𝑛
in the depth image, falls

below the safe distance 𝑑𝑠𝑎𝑓 𝑒 . This penalty is scaled by a weight
factor 𝜔𝑎𝑣𝑜𝑖𝑑 to appropriately adjust the severity of penalty:

𝑟𝑡
𝑎𝑣𝑜𝑖𝑑

=

{
𝑟𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 𝑖 𝑓 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 𝑜𝑐𝑐𝑢𝑟𝑠

𝜔𝑎𝑣𝑜𝑖𝑑 ·𝑚𝑎𝑥 (𝑑𝑠𝑎𝑓 𝑒 − 𝑑𝑡
𝑚𝑖𝑛

, 0) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3)

3.2 Overview
The framework of ourmethod is illustrated in Figure 4. It follows the
SAC paradigm and consists of two main modules: the visual module
and policy module (i.e., the actor and critic networks). The visual
module is responsible for extracting visual representations from
depth images, containing essential visual information for collision
avoidance. These visual representations, along with the current
velocity and relative goal position, are then fed into the policy
module for strategy learning. At each timestep, the policy module
generates a set of actions to guide UAVs in collision avoidance.

For visual information extraction, we employ a regularized auto-
encoder [11], consisting of an encoder for feature extraction and a
decoder for reconstruction. To ensure that the visual representation
retains all necessary information, a reconstruction supervision loss
𝐽 (𝑅𝐴𝐸) is applied to update both the encoder 𝑝𝜙 and decoder 𝑔𝜑 :

𝐽 (𝑅𝐴𝐸) = E𝑥
[
log𝑝𝜙 (𝑥 |𝑧) + 𝜆𝑧 ∥𝑧∥2 + 𝜆𝜙 ∥𝜙 ∥2] (4)

For policy learning, the policy module is divided into an actor
network and a critic network, following the SAC paradigm. The ac-
tor network is designed to generate actions, while the critic network
is responsible for evaluating the quality of these actions. During
the training phase, the parameters of the actor network are updated
using the loss function 𝐽 (𝜋), which can be expressed as follows:

𝐽 (𝜋) = E𝑜∼B [𝐷𝐾𝐿 (𝜋 (·|𝑜)∥Q(𝑜, ·))] (5)

where Q(𝑜, ·) ∝ exp { 1
𝛼𝑄 (𝑜, ·)}. The parameters of critic network

is updated through loss function 𝐽 (𝑄), which can be expressed as

𝐽 (𝑄) = E(𝑜,𝑎,𝑟,𝑜 ′ )∼B

[
(𝑄 (𝑜, 𝑎) − 𝑟 − 𝛾𝑉 (𝑜

′
))2

]
(6)

Since the visual representation extracted from visual module
tends to encode all information of scene, including domain-specific
but task-irrelevant details, spurious associations between visual
representation and predicted actions can arise, leading to poor



generalization capability. To address this issue, as shown in Figure 4,
we propose a novel CFS module. This module can be embedded into
the actor network to filter out task-irrelevant information from the
representation, improving generalization performance.

3.3 Causal Identifiability Analysis
In this work, we design a novel CFS module to discover causal
feature components while filtering out non-causal ones, motivated
by the established structural causal model (SCM) shown in Figure 3.
In this section, we provide a proof of causal identifiability analysis
to offer a solid theoretical foundation for our proposed method.

The framework of autoencoders facilitates efficient learning in
deep latent-variable models. However, a key challenge remains:
these models often lack guarantees of identifiability. Khemakhem
et al. [28] demonstrate that any model relying on an unconditional
latent distribution is inherently unidentifiable. Similarly, in the con-
text of this paper, the absence of additional domain information
results in both causal and non-causal features being equally rep-
resented in the observed depth image data, making it difficult for
autoencoders to differentiate between them. To address this issue,
Tian et al. [46] show that leveraging multiple source domains with
varying data distributions helps identify causal structures, as causal
knowledge can be inferred from the changes in these distributions.
Therefore, constructing multi-domain data and integrating addi-
tional domain information is crucial for ensuring that the model
accurately identifies non-causal features.

We adhere to the SCM depicted in Figure 3 and make the follow-
ing standard assumptions, as discussed in [28, 30, 32]:

(i) Smooth and Positive Density: The probability density func-
tion associated with the latent variables is smooth and strictly
positive throughout the domains of 𝑍 and 𝐷 . In other words, for
every 𝑧 ∈ 𝑍 and 𝑑 ∈ 𝐷 , it is true that 𝑝𝑧 |𝑑 (𝑧 |𝑑) > 0.

(ii) Conditional Independence: Given the variables 𝑑 , each
latent variable 𝑧𝑖 is independent of the remaining latent variables
𝑧 𝑗 for all 𝑖, 𝑗 ∈ {1, . . . , 𝑛} where 𝑖 ≠ 𝑗 . Formally, the logarithm of
the conditional density can be expressed as:

log𝑝𝑧 |𝑑 (𝑧 |𝑑) =
𝑛∑︁
𝑖=1

log 𝑝 (𝑧𝑖 |𝑑). (7)

(iii) Linear Independence: For any 𝑧 ∈ 𝑍 , there exist 𝑛1 + 1
distinct values of 𝑑 such that the corresponding 𝑛1 vectors defined
by 𝑣 (𝑧, 𝑑 𝑗 ) − 𝑣 (𝑧, 𝑑0) are linearly independent. The vector 𝑣 (𝑧, 𝑑) is
defined as:

𝑣 (𝑧, 𝑑) =
(
𝜕𝑞1 (𝑧1, 𝑑)

𝜕𝑧1
, . . . ,

𝜕𝑞𝑛 (𝑧𝑛, 𝑑)
𝜕𝑧𝑛

)
. (8)

Under these assumptions, the causal and non-causal features are
identifiable within their respective subspaces.

Proof Sketch: Initially, we define an invertible transformation
function ℎ that maps the true latent variables 𝑧 to the estimated
variables 𝑧. Subsequently, by utilizing the different components
of the 𝑧 domain, which possess domain invariance and domain-
specific characteristics, we construct a system of linear equations
with full rank, ensuring a unique solution where 𝜕𝑧𝑖

𝜕𝑧 𝑗
= 0. Given

that the Jacobian matrix of the transformation ℎ is invertible, it

follows that for each latent variable 𝑧𝑖 (where 𝑖 ∈ {1, . . . , 𝑛}), there
exists a corresponding function ℎ𝑖 such that 𝑧𝑖 = ℎ𝑖 (𝑧𝑖 ).

3.4 Causal Feature Selection
In this work, we design a plug-and-play and lightweight CFS mod-
ule, which can be embedded into the actor network. The CFSmodule
generates a differentiable binary mask for channel selection, explic-
itly suppressing the influence of non-causal channels. As shown in
Figure 5, to perform causal feature selection, we multiply the input
feature 𝑥 ∈ R𝐶 by the generated binary mask𝑚 as follows:

𝑥
′
= 𝑥 ⊙𝑚, (9)

where 𝐶 is the number of feature channels. In this way, the binary
mask𝑚 explicitly activates causal feature channels and deactivates
non-causal ones. The modulated feature 𝑥

′
then eliminates the

influence of non-causal factors, improving the generalization ability.
The core of the CFS module lies in generating a differentiable

binary mask𝑚, which can be integrated into the actor network and
trained in an end-to-end manner. Specifically, we design a differ-
entiable mask generation process. Given an intermediate vector
𝑥 ∈ R𝐶 within the actor network, we assign a trainable weight
𝑤 ∈ R𝐶 , and the corresponding mask𝑚 is determined as follows:

�̂� = 𝑅𝑒𝐿𝑈 (𝑀𝐿𝑃 (𝑤)), (10)

𝑚 =
�̂�2

�̂�2 + 𝜖
, (11)

where 𝜖 is an infinitesimally small positive number. We first gener-
ate an intermediate variable �̂� by transforming the input weight
𝑤 through a small MLP, followed by a ReLU activation. For each
channel, the mask𝑚 contains a value of 0 if �̂� is 0; otherwise, it
contains 1, as 𝜖 is extremely small. This process transforms the
trainable weight𝑤 into a differentiable binary mask𝑚 without the
need for manual threshold design.

3.5 Hierarchical Consistency Constraint
After embedding the CFS module into actor network, a crucial step
is to guide the CFS module to function as intended i.e., filtering out
non-causal channels while retaining the causal ones.

To identify the causal feature channels by constructing multi-
domain data as demonstrated in Sec. 3.3, we design a simple yet
effective strategy. Specifically, we apply basic data augmentation
operations (e.g., randomnoise, motion blurring) to the original input
images 𝐼𝑜 , then feed the augmented images 𝐼𝑎 into the pipeline for
feature extraction and action generation. Since these augmentations
affect only low-level statistical information while preserving task-
relevant data, such as obstacle distance. We assume that the causal
feature channels should remain consistent between the two images,
while non-causal channels may exhibit significant changes. Based
on this assumption, we design a consistency constraint on the
visual representations processed by the CFS module to guide it in
filtering out non-causal channels. To further aid feature selection,
we apply consistency constraints to the subsequent action and
Q-value predictions.

As shown in Figure 4, we implement a hierarchical consistency
constraint to guide the CFS module, applied at the representation,
action, and Q-value levels. Specifically, the first constraint is the rep-
resentation consistency loss 𝐿𝑅 , which aims to ensure non-causal
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Figure 6: Simulation scenarios for model training and testing. Specifically, playground scenario is used for model training,
while canyon, snow mountain, temple and forest scenarios are used for testing.

TABLE 1: Performance comparison with existing methods.

Method SSR (%) ISR (%) SPL (%) Extra Distance (m) Average Speed (m/s)

SAC+RAE 29.6 87.7 68.7 10.882/2.771 0.448/0.093

+ AutoAugment [15] 53.4 90.6 85.0 1.587/0.567 1.143/0.081
+ DrAC [41] 50.0 90.9 74.9 5.180/1.384 1.073/0.144

+ 𝐿1 Norm [8, 39] 69.6 92.9 84.1 2.527/0.769 1.011/0.102
+ 𝐿2 Norm [44, 45] 58.4 93.8 79.1 4.564/1.807 0.573/0.092

+ SE [19] 29.8 85.6 65.1 10.498/4.641 0.5944/0.112
+ CBAM [54] 49.6 88.3 78.3 4.406/3.835 0.499/0.091
+ MaDi [13] 52.8 92.2 85.3 2.638/1.345 0.720/0.062

+ Our CFS 96.0 98.6 72.8 11.773/1.029 0.684/0.030

factors that do not affect the representation after augmentation,
processed by the CFS modules 𝐶𝐹𝑆1 and 𝐶𝐹𝑆2:

𝐿𝑅 =
1
𝑁

𝑁∑︁
𝑖=1

∥𝑍𝑜𝑗 − 𝑍𝑎𝑗 ∥
2, ( 𝑗 = 1, 2) (12)

where 𝑍𝑜
𝑗
and 𝑍𝑎

𝑗
are representations extracted from the original

and augmented images by the 𝑗th CFS module. The second con-
straint is the Q-value consistency loss, which identifies non-causal
factors that do not influence the Q-value change after augmenta-
tion:

𝐿𝑄 =
1
𝑁

𝑁∑︁
𝑖=1

∥𝑄𝑜 −𝑄𝑎 ∥2 (13)

where𝑄𝑜 and𝑄𝑎 represent the predicted Q-values from the original
and augmented images. The third constraint is the action consis-
tency loss, which aims to ensure that non-causal factors do not
affect the predicted action after augmentation:

𝐿𝐴 =
1
𝑁

𝑁∑︁
𝑖=1

∥𝐴𝑜 −𝐴𝑎 ∥2 (14)

where 𝐴𝑜 and 𝐴𝑎 denote the mean of predicted action distributions
from the original and augmented images.

To prevent trivial solutions, such as filtering out nearly all fea-
ture channels, we provide additional supervision to ensure that
the processed representation remains effective for collision avoid-
ance. Specifically, we use the actor loss 𝐽 (𝜋) to update the trainable
weights in the CFS module when generating binary masks (i.e.,
the pre-set weights and the small MLP). If the CFS module mistak-
enly filters out essential feature channels, the actor loss 𝐽 (𝜋) will
increase, encouraging the CFS module to retain the causal channels.

4 EXPERIMENT AND RESULTS
4.1 Experiment Metrics and Scenarios
4.1.1 Performance Metrics. Following the previous work [23], we
use the following performance metrics for evaluation:

• Swarm Success Rate (SSR): The ratio of the number of times
all UAVs reach the target point to the total number of tri-
als is a critical metric, particularly for practical applications
involving UAV cluster collaboration. In such scenarios, a mis-
sion is typically considered complete only when all drones
successfully reach their targets.

• Individual Success Rate (ISR): The percentage of UAVs that
successfully reach target positions without collisions in lim-
ited time.

• Success weighted by Path Length (SPL): The proportion of
UAVs that successfully reach target positions, accounting for
the path length, and calculated across the test scenario with
𝑁 UAVs and𝑀 episodes as follows:

𝑆𝑃𝐿 =
1
𝑁

1
𝑀

𝑁∑︁
𝑖=1

𝑀∑︁
𝑗=1

𝑆𝑖, 𝑗
𝑙𝑖, 𝑗

𝑚𝑎𝑥 (𝑝𝑖, 𝑗 , 𝑙𝑖, 𝑗 )
(15)

where 𝑙𝑖, 𝑗 denotes the shortest-path distance from the 𝑖𝑡ℎ
UAV’s initial position to the target position in episode 𝑗 , 𝑝𝑖, 𝑗
represents the actual path length traversed by the 𝑖𝑡ℎ UAV,
and 𝑆𝑖, 𝑗 is a binary indicator denoting success or failure in
that episode.

• Extra Distance: The average additional distance traveled by
UAVs relative to the straight-line distance between the initial
and goal positions.

• Average Speed: The average speed of all UAVs during testing,
calculated as the mean speed across all episodes.



TABLE 2: Performance comparison under different backgrounds.

Scene Seen/Unseen Method SSR (%) ISR (%) SPL (%) Extra Distance (m) Average Speed (m/s)

Playground Seen
SAC+RAE 87.5 96.4 76.4 8.573/2.839 0.521/0.072
Our method 97.1 (↑ 9.6) 99.6 (↑ 3.2) 73.7 11.370/0.756 0.789/0.035

Forest Unseen
SAC+RAE 29.6 87.7 68.7 10.882/4.771 0.448/0.093
Our method 96.0 (↑ 66.4) 98.6 (↑ 10.9) 72.8 11.773/1.029 0.684/0.030

Snow Mountain Unseen
SAC+RAE 65.1 92.7 72.4 9.113/2.785 0.503/0.064
Our method 94.4 (↑ 29.3) 99.3 (↑ 6.6) 70.5 13.069/1.010 0.665/0.045

Canyon Unseen
SAC+RAE 52.3 91.2 67.8 11.657/5.383 0.454/0.095
Our method 92.8 (↑ 40.5) 99.1 (↑ 7.9) 70.4 13.068/1.029 0.664/0.042

Canyon

Snow Mountain

Aerial View First-person Perspective

Aerial View First-person Perspective

Figure 7: More Evaluation Scenes. We design two additional
typical scenes (i.e., snow mountain and canyon) for evalua-
tion. Best viewed in zoom and color.

TABLE 3: Scalability analysis experiments. ISR and SSR are
adopted as the evaluation metric.

Num
SAC+RAE + Our CFS

SSR (%) ISR (%) SSR (%) ISR (%)

Obstacle

4 29.6 87.7 96.0 (↑ 66.4) 98.6 (↑ 10.9)
6 22.4 82.6 91.8 (↑ 69.4) 93.1 (↑ 10.7)
8 18.4 80.6 90.5 (↑ 72.1) 92.9 (↑ 12.3)
10 16.6 78.9 87.6 (↑ 71.0) 89.7 (↑ 10.8)

UAV

8 29.6 87.6 96.0 (↑ 66.4) 98.6 (↑ 11.0)
10 20.0 84.0 91.2 (↑ 71.2) 93.4 (↑ 9.4)
12 11.8 82.4 88.4 (↑ 76.6) 90.6 (↑ 8.2)
14 2.5 80.6 85.9 (↑ 83.4) 88.5 (↑ 7.9)

4.1.2 Scenarios. To investigate the generalization ability of DRL-
based multi-UAV collision avoidance systems, we design several
typical scenarios by varying backgrounds and introducing unseen
obstacles, as illustrated in Figure 6.

For training, we use a playground scenario with no obstacles. At
each training round, the initial and target positions of UAVs are ran-
domly generated. The UAVs’ flight range is limited to a (16×16×4)
space, allowing them to fully explore the high-dimensional obser-
vation space and improving the robustness of learned strategies.

For testing, we modify the scenarios in three key aspects to
thoroughly evaluate the generalization capability of DRL models.
Specifically, we change the background from a playground to a com-
pletely different forest scene and introduce several unseen obstacles,
creating a typical out-of-distribution (OOD) scenario for evaluating
generalization ability. Additionally, we change the initialization
pattern of the UAVs from a random to a circular configuration, a
more challenging setting. In this case, the UAVs’ initial positions
are uniformly distributed within a circular area at the same height,
and their target positions are placed on the opposite side of the
circular area from their starting points.

4.2 Performance Comparison
To clearly evaluate the generalization ability of our method, we
build upon previous SOTA method, SAC+RAE [23], and compare
our proposed CFS method with other existing approaches that ad-
dress the generalization issue in DRL models. Specifically, we com-
pare our method with two groups: augmentation-based methods
(i.e., AutoAugment [15] and DrAC [41]) and regularization-based
methods (𝐿1 Norm [8, 39] and 𝐿2 Norm [44, 45]). Additionally, since
our CFS module can be interpreted as a novel attention mechanism,
we also compare it with several popular attention-based methods
(i.e., SE [19], CBAM [54], and MaDi [13]). For fairness, our proposed
CFSmodule and other methods are built on the same baseline model
(SAC+RAE) with identical training and testing configurations.

As shown in TABLE 1, our CFS significantly improves the nav-
igation success rate compared to other methods, demonstrating
its effectiveness in enhancing the generalization capability of DRL
models. While CFS results in a slightly longer planned flight path
and slower speed, this is due to UAVs performing more collision
avoidance maneuvers, ultimately leading to a higher success rate.

4.3 Ablation Study
In this subsection, we conduct extensive ablation experiments to
further demonstrate the effectiveness of our proposed module.

4.3.1 More Evaluation Scenes. To further evaluate the adaptability
of our method to unseen backgrounds, we design two additional
typical scenes (i.e., snow mountain and canyon) for evaluation, as
shown in Figure 7. These scene designs are inspired by practical UAV
applications, such as wildlife monitoring[12] and reconnaissance
and surveillance [61]. As indicated in TABLE 2, our CFS consistently
outperforms the baseline model across different scenes, including
both seen and unseen environments.



SAC+RAE Our Method

Figure 8: Visualization of UAV trajectories in perspective and three-view drawings. The trajectories of different UAVs are
represented in distinct colors. Best viewed in color.
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Figure 9: Visualization on masked percentage in our CFS
module during training. During training, the percentage of
zero value in the binary mask consistently increases and
finally converges in two CFS modules.

4.3.2 Scalability. To assess the scalability of our method, we adjust
the testing scenario by varying the number of UAVs and obstacles
independently. As shown in TABLE 3, our method consistently
brings significant performance improvements over the baseline
model, demonstrating its superior robustness and scalability.

4.3.3 Casual Feature Selection. The key to our method’s improve-
ment in generalization ability lies in the causal feature selection
mechanism, which utilizes a differentiable binary mask. To clearly
illustrate the feature selection process, we analyze the two embed-
ded CFS modules and visualize the percentage of zero values in
the generated binary mask during training, as shown in Figure 9.
Throughout the training, the percentage of zero values consistently
increases and eventually stabilizes at around 58% and 68%, indi-
cating that the CFS module effectively identifies and eliminates a
substantial portion of feature channels.

4.3.4 Hierarchical Consistency Constraint. One of the key compo-
nents of the CFS module is the hierarchical consistency constraint
(i.e., 𝐿𝑅 , 𝐿𝑄 , and 𝐿𝐴), which effectively guides the CFS module in
identifying causal feature channels while filtering out non-causal
ones. To assess the effectiveness and necessity of each consistency
constraint, we conduct an ablation study. As shown in TABLE 4,
all constraint components contribute to improving the generaliza-
tion capability of DRL models, with their combination yielding the
best performance. Notably, the representation consistency loss 𝐿𝑅

TABLE 4: Ablation study on the hierarchical consistency
constraints.

𝐿𝑄 𝐿𝐴 𝐿𝑅 SSR (%) ISR (%)

✓ 0 2.1
✓ 5.6 64.8

✓ 15.2 71.3
✓ ✓ 46.7 81.4

✓ ✓ 60.2 86.3
✓ ✓ 65.1 87.5
✓ ✓ ✓ 96.0 98.6

introduced in CFS demonstrates the most significant improvement
compared to the other constraints.

4.3.5 Trajectory Visualization. To validate the quality of the planned
paths, we provide a visualization of UAV trajectories. As shown in
Figure 8, our method achieves smoother and more complete flight
trajectories, whereas SAC+RAE results in the collision of 4 UAVs
in unseen scenarios. These results demonstrate that our method
generates a more robust and effective flight strategy.

5 CONCLUSIONS
In this paper, we propose a robust policy learning approach by
introducing a CFS module to enhance the generalization ability
of DRL techniques in unseen scenarios. The CFS module can be
integrated into the policy network, effectively filtering out non-
causal components during representation learning and thereby
reducing the influence of spurious correlations. To demonstrate its
generalization capability, we conduct extensive experiments across
various testing scenarios, including altered backgrounds and the
introduction of unseen obstacles. The experimental results show
that our method significantly outperforms the previous state-of-the-
art, demonstrating excellent generalization ability and robustness.
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